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Executive summary

Comprising virtual servers, virtual storage, and a growing use of cloud services, today’s 
data center now has more ways than ever to protect its IT assets. Such choices, however, 
often bring more confusion and complexity regarding the best path for solid data 
protection. Sharing time-proven approaches and fundamental truths, this white paper 
helps you focus on what really matters when it comes to the successful protection of an 
increasingly virtual, cloudy world.
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Fundamentals for protecting virtual and physical environments 

The old adage, “The more things change, the more they stay the same,” applies just as well 
to modern-day IT as it did to the earlier era of 1849 when the statement was first coined.

On the one hand, data centers continue to experience 

rapid transformation, spurred largely by breakthroughs 

in server virtualization. On the other hand, while 

successful protection of these changing environments may 

incorporate new technologies, such protection still relies 

on the same sound data protection and disaster recovery 

(DR) fundamentals.

Whether you need to protect 50, 500, or 5,000 virtual 

servers, there are many technology and architecture 

choices to consider. There are just as many questions. 

Which technology is best for your environment? Which is 

too much? Which is too little? Which is both cost-effective 

and functional enough to minimize your risks? Then 

there’s the question of managing backup and DR in-house, 

outsourcing it, or combining a mix of both in-house and 

outsourced services. 

You might wonder if it makes sense to still manage backup 

and DR within your own data center. Should you outsource 

part or all of it to a cloud provider? If you’re outsourcing, 

should you use a provider offering cloud-based storage 

for your secondary virtual machines (VMs) or backup files, 

or should you go with a managed service provider that 

offers a more complete DR as a Service (DRaaS) solution?

Datalink assists clients struggling with these types of technical 

and implementation questions. In our experience, keeping 

your eye on the fundamentals often brings clarity to many 

of these questions. Our IT resiliency efforts on behalf of 

clients often begin with many of the data protection and DR 

fundamentals you’ll find in this white paper. Regardless of 

the size or complexity of your virtual/physical environment, 

revisiting these fundamentals can help you: 

•	 Evaluate potential gaps in your organization’s 

current data protection

•	 Gain a better grasp on how best to view emerging 

data protection technologies and solutions
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Four steps toward a successful backup / recovery mind-set

Step 1: Identify data protection 
needs and the business impact 
of a potential disruption. 
When thinking of data protection for your environment, 

it’s critical to consider the business impact of any 

disruption that suddenly leaves you with no access to 

key applications and data. How would you connect with 

customers, partners, and suppliers? What would be the 

impact on your company’s brand and bottom line? These 

are a few of the questions we ask when we help clients 

develop their own business impact analysis (BIA). 

While it’s not possible to plan for every possible risk or 

disruption, figure 2 reflects many different types of risk 

factors that might be addressed by your organization’s 

data protection solutions and processes.

Ultimately, most organizations identify a subset of risks that 

they believe are most in need of protection. It’s important 

to look at the differing impact of disruptions that last a few 

seconds or a few minutes versus those that might last a few 

hours or even a few days. For example, if your key order-

entry or product database were down for a short period 

versus a longer period, what would be the difference in 

impact? In other words, you need to determine the level 

of disruption that’s acceptable for each application.

Planning for the most likely (as well as the most risky) disruption scenarios is a good place 
to start when developing the right mind-set for backup and recovery. This initial planning 
component is shown as the first of four steps in figure 1.
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Figure 2: Risks requiring successful data protection, business continuity, and disaster recovery
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Figure 1: Four steps to successful backup/recovery
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Four steps toward a successful backup / recovery mind-set (cont.)

1a. Defining RTO and RPO requirements

Once you know the amount of disruption you’ll accept 

for each application, define two critical metrics for 

subsequent data protection of these applications: recovery 

time objective (RTO) and recovery point objective (RPO). 

Although “recovery” is the operative word here (as in, 

recovery from a more widespread disaster), RTO and RPO 

can also apply to the “restore” of individual files that may 

have been lost or corrupted

1b. Defining data protection “tiers”

This first step from figure 1 involves not just determining 

business impact of disruption but also defining basic data 

protection “tiers” for different application groups. For 

example, mission-critical applications are likely to require 

a shorter RTO than other applications. Critical transaction 

processing systems may require both a short RTO and 

a short RPO. There may even be systems that are so 

critical to operations that you can’t tolerate any disruption 

to them at all (i.e., 0 RPO/0 RTO). (Beyond applying 

data protection solutions to those critical systems, you 

may need to augment them with other investments in 

mirroring, replication, and high availability.)

Most of your applications and data, however, may fit into 

a few tiers of data protection. Beyond RTO and RPO, 

your data protection goals for each application should 

also include the level of recovery you might require. Some 

applications may require granular (i.e., single file) restores 

from frequent user error deletions or corruption, while 

others may require both granular restore as well as full 

restores of the host server or VM image. Table 1 offers 

a short example of how data protection tiers and their 

associated service levels could be defined.

D ATA  P R O T E C T I O N  T I E R R E Q U I R E S

Gold Full recovery within the first few seconds (or within the first few minutes) of disruption

Silver Full recovery within the first few hours of disruption

Bronze Full recovery within 24 to 48 hours of disruption

How long can I be without service?

How old can my restored data be?

RPO
recovery

point
objective

RTO
recovery
time
objective

Figure 3: The difference between RTO and RPO

Table 1: Sample data protection tiers or service levels
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Step 2: Map applications to data 
protection service-level goals

During Step 1, a picture should begin to emerge about 

the types of applications that require fast restore/recovery 

versus those that allow you to take more time to return 

to full operation. If you have many virtual servers in your 

environment, you may find certain application groups or 

clusters associated with different groupings of VMs. This is 

a good exercise to see how your mission-critical systems are 

distributed in a virtual environment or in a mixed physical/

virtual environment. It may also raise awareness about the 

recovery order you might need to follow for certain VMs 

and their associated applications based on how you’ve 

prioritized their importance and speed of recovery.

Step 2 then requires you to more formally map applications 

and their dependencies to whichever service-level “tier” 

of data protection fits best. Application dependencies can 

include the underlying VM(s); dependent “upstream” or 

“downstream” systems, applications, or data; or dependent 

underlying physical infrastructures (physical servers or 

storage upon which the application relies). One end goal 

of Step 2 is to develop a working service-level agreement 

(SLA) based on these tiers from which you can judge the 

effectiveness of your internal efforts like testing, a vendor 

software solution, or even an external cloud service 

provider you are looking to engage.

Four steps toward a successful backup / recovery mind-set (cont.)
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Step 3: Determine the right options 
and architecture

Armed with the fundamental information you’ve amassed 

in the first two steps, you come to Step 3 with better 

context from which to now evaluate the technical options 

and architectures you can use to support your data 

protection goals. By their nature, virtual environments 

bring a plethora of options to move, shift, and restore VMs 

(and their associated applications) from one location to 

another. It is beyond the scope of this paper to identify all 

of the options, let alone their pros and cons, for protecting 

virtual environments alone or in mixed virtual/physical 

environments. Datalink experts spend significant time 

advising clients about the implications of these technologies 

on their own, specific environments. 

What we can share here, however, is a sample of technical 

considerations to keep in mind when addressing data 

protection with virtual environments. Many of these may 

involve the use of VMs at a secondary site – whether that 

site is the company’s offsite data center, a colocation center, 

a cloud provider with offsite storage, or a full-service 

provider of DRaaS.

3a. Disk-based backup with faster VM-based  
recovery / restores 
For disk-based backup of virtual environments, 

organizations might use enterprise data protection 

solutions like Veritas™ NetBackup™ from Symantec™. When 

used with VMs, NetBackup lets you perform a single-pass 

backup for later recovery of a full VM image. For more 

frequent day-to-day restores, it also lets you perform 

a granular restore of individual files or directories – a 

feature that is especially useful in the event your primary 

VMware® environment becomes unavailable. For these 

environments, one option to consider is the potential 

to more quickly “power-up” the related VM in minutes 

directly from a local backup appliance. This option gives 

you a more rapid return to operation – even while the 

backup software remains busy restoring the original system 

in the background. (Through integration with underlying 

VMware / storage system APIs, such solutions also allow 

remote recovery of VMs or of an application’s individual 

files. For example, you have the option to replicate a 

backup offsite, providing DR functionality in the event 

something happens to the main site. Then if you have 

a secondary backup appliance offsite as well, you can 

perform the same, rapid “power up” of the VM in minutes.) 

Four steps toward a successful backup / recovery mind-set (cont.)



3b. Physical-to-virtual (P2V) recovery
Most VMware environments are already familiar with 

P2V migrations – the act of moving a physical application 

to a virtual server footprint as a means of providing fast 

application recovery in the event of a physical outage. But 

many organizations may not be as aware of recovering 

current physical systems within a remote virtual server 

environment. Yet, this form of P2V recovery has great 

potential for the recovery of applications still residing 

on physical servers or on mixed physical / virtual server 

platforms. Many sound reasons may exist for why such 

applications are not fully virtualized. Whatever the case, 

the ability to backup and restore such systems from a 

remote, virtual platform is another feature often found in 

leading enterprise backup software. While such a recovery 

may not offer the same level of availability as the original 

physical system, it may still provide sufficient application 

performance. It also may buy enough time for the IT team 

to reassemble and reconfigure any physical components 

required to restore the original system. 

3c. Replication of VMs
As your RPO/RTO goals start moving into the few-minute 

or few-second range, the use of replication technology 

becomes more important to minimize data loss, ensure 

finer recovery points, and improve recovery granularity. 

A number of replication options exist. In all cases, you 

need to consider how well these options fit with your 

predefined business and technical recovery requirements. 

Here are a few options to consider: 

•  The use of VMware vSphere® vMotion® to move 

applications and their VMs from one ESX host to another. 

•  The use of storage hardware integration and software 

to deliver a private cloud recovery solution. Examples of 

these include VMware Site Recovery Manager™ (SRM) 

or the Veritas Resiliency platform. For instance, SRM can 

be used to integrate with the snapshot or replication 

functionality of the underlying storage system, such as 

storage systems from EMC or NetApp®. 

•  The use of a cloud provider, such as Amazon S3 or 

Azure, to replicate, store, or recover VM data. In many 

cases, this type of provider can also host virtual instances 

of your backup software to aid remote recovery. 

•  The use of hardware-agnostic, third-party software to 

replicate data, at the VM level, from point A to point B.

•  The use of a full-server DRaaS provider. Recovery 

considerations may include exploring the bandwidth 

costs and time involved in recovering very large data 

sets (i.e., terabytes versus gigabytes). If recovery time 

is too onerous, it may involve other recovery methods 

(i.e., provider agreement to speed the overnight 

shipment of a preloaded system with your data already 

replicated upon it).

3d. Options for high or continuous availability
For mission-critical systems that can tolerate little downtime 

or data loss, you may need to explore options for mirroring 

systems at two locations where the virtual workload may be 

shared across both locations. If one location experiences 

a disruption, the other location allows continued, nearly 

uninterrupted operations. In virtual environments, 

options for high availability (HA) might include replication 

technology that’s combined with HA software like solutions 

found in the Veritas Resiliency platform.
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Four steps toward a successful backup / recovery mind-set (cont.)
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Step 4: Choose the right technology

Even after the legwork you’ve performed in the first few 

steps, deciding on the right data protection solution 

is not always easy. You may end up with one primary 

solution and others that are application-specific to 

support unique recovery goals. Once you’ve chosen 

your technology solution, the devil is often in the details: 

You need expertise to determine how best to implement 

the solution to avoid issues such as timeouts and I/O 

resource contention, and the ability to automatically 

discover and protect all the new VMs being created.

Many internal IT teams have the skills to perform this work. 

Unfortunately, they may not always have the time to do it 

right or periodically revisit their goals, let alone regularly 

test their own ability to recover.

Four steps toward a successful backup / recovery mind-set (cont.)
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Let us remove the guesswork

About Datalink

A complete data center solutions and services 

provider for Fortune 500 and mid-tier enterprises, 

Datalink transforms data centers so they become more 

e�cient, manageable, and responsive to changing 

business needs. Datalink helps leverage and protect 

storage, server, and network investments with a focus 

on long-term value, o�ering a full lifecycle of services, 

from consulting and design to implementation, 

management, and support. Datalink solutions span 

virtualization and consolidation, data storage and 

protection, advanced network infrastructures, 

business continuity, and cloud enablement. Each 

delivers measurable performance gains and maximizes 

the business value of IT. For more information, call 

800.448.6314 or visit www.datalink.com. To receive 

the latest white papers and insight into data center 

technologies and practices, follow Datalink online 

.

• h�p://twi�er .com/datalinkcorp

• h�p://blog.datalink.com/

• h�p://www.facebook.com/datalinkcorp

Datalink’s IT resiliency services are designed to ensure 

the availability of your applications, data, and IT services. 

Our service o�erings help you de�ne your business 

requirements, design and implement appropriate 

solutions, and maintain and continuously improve your 

own capabilities. Following the best practice guidelines 

detailed in the Disaster Recovery Institute International 

(DRII) and Business Continuity International (BCI) 

Professional Practice standards, our services are designed 

to help you work with either an in-house DR solution 

framework or various external cloud DR solutions. 

Our business and IT professionals provide a full suite 

of services, including IT consulting, analysis, design, 

implementation, management, and ongoing technical 

support. Wherever you need the most assistance, 

.




